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Introduction 1

1. Introduction

This Chapter provides an overview of the activities in the Saarbriicken Le
ical Semantics Annotation and Analysis (SALSA) project, which runs since
summer 2002. The chief aims of the project are (i), éwbaustive semantic
annotatiorof a large German corpus resource with FrameNet frames and se-
mantic roles (Baker et al., 1998), including thmluction of a frame-based
lexiconfrom the annotated data, and (ii), the inductiordata-driven models

for automatic frame semantic analysiswell as their application in practical
NLP tasks.

A fundamental assumption of this project is that frames developed in the
Berkeley FrameNet project for the description of English can be useelhs
for the semantic analysis of German. In other words, we assume that frames
form a largelylanguage independemtventory of semantic classes. While
this is clearly a very attractive assumption, it requires empirical investigation.
In the area of syntax, for example, it has been found that althoughroente
porary grammar theories may offer frameworks that can be used talzkescr
the syntactic structure of all languages, a major effort is required toalevis
cross-linguistically consistent grammar models for a multitude of languages
(see e.g., Butt et al. (2002)). While in the area of semantics cross-lipgual
allelism is a much more difficult notion, in the case of Frame Semantics we
see good chances for cross-lingual parallelism of its descriptions.i§ his
consequence of the way in which frames and their roles are definednreFra
Semantics (Fillmore, 1985): Frames are defined primarily on the conceptual
level as “prototypical situations”, and their roles correspond to particga
of this situation, typically characterised by reference to the properties they
exhibit and the inferences they allow. Moreover, frames are devisetres
coarse-grained conceptual classes. To the extent that these egres lan-
guages, frames can be said to be universally applicable.

However, unlike ontologies, FrameNet's semantic descriptions do not rely
exclusively on conceptual considerations; membership of a predicate in a
frame has to bgroundedlinguistically by the predicate’s syntactic ability
to realise thecoreframe elements. Theoreframe elements are those “that
instantiate a conceptually necessary component of a frame”. For exdahele,
SPEAKER, MESSAGEand ADDRESSEEroles of the @ MMITTMENT frame
are all core roles, while iIME, PLACE and REASON are not (see Ruppen-
hofer et al. (2005) for a discussion). As a consequence, nallglasm on the
frame level can occur in case the subcategorisation properties of geslin
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a new language differ vastly from conceptually similar English predicates.

It is an open research issue to what extent cases of non-parallelitbe at
level of frames are correlated with typological differences acrossizges,
in particular with respect to (syntactic) valency, and how to accountémse
linguistic divergences. In the case of SALSA, it has turned out thatalse v
majority of frames can in fact be applied for the analysis of German — a
language that is is comparatively close to English. A number of problems we
observed for cross-lingual parallelism between English and Germda tela
(a) general constructions in German which do not exist in English (ssich a
datives), and (b) idiosyncratic differences in particular semantic domains

1.1. Plan of the Paper.

In Section 2, we describe the SALSA corpus annotation efforts, ptiagen

the annotation scheme and process, and discussing various challeaiges th
follow from particular choices of our approach. Section 3 discussesser
lingual aspects of frame semantic annotation. We summarise our experience
with frame semantic annotation for German on the basis of English FrameNet
frames, as well as commonalities with and differences to related projects for
other languages, including efforts in automated cross-lingual frame seman
resource creation. The final sections of the paper are devoted toahe ok

the annotated corpus to induce automated analysis tools for NLP applications.
We present SALMANESER, a general shallow semantic parsing architecture
for English and German (Section 4) and a system building on frame semantic
resources, the SALSA RTE system, that was built to investigates the useful-
ness of frame-semantic information in practical Natural Language Proces
ing tasks, in particular, the Recognising Textual Entailment (RTE) Challenge
(Section 5).

2. SALSA: Semantic Annotation and Lexicon Building for German

The main objective of the SALSA project is the creation of lexical seman-
tics resources for German within the framework of Frame Semantics. Similar
to PropBank (Palmer et al., 2005), SALSA has chosen a corpus-lagsed
proach, extending an existing German treebank, the TIGER treebaakttBr

et al., 2002), with a semantic layer of lexical semantic annotations. We re-
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Iﬁ antworten_kellner_kilian.xml_pado :

- All sentences |V| |Shnw all frames ‘v| [ Edge labels [ ]Word tags

_ (°0)
- 0 Iantwortet m Branche,

[*]

[l
16386 Wie geht ‘s, franzisisches Kino 7

s16287: " Schlecht ", antwortet die Branche im Chor .

s16288: Doch da sie das fast seit der Yorfilhrung im Grand Café am 28, Dezember 1895 sagt, mulk niemand einer Branche
glauben , die oft eher einem Krisen- als einem Kinowerband gleicht .

R e s ] a2 > > ][0 ]

Figure 1.Annotation example?Badly”, the industry sector answers in unison.

strict our attention to predicates with a proper predicate-argument stuctur
currently focussing on verbal predicates, parallel to PropBankipead\n-
notation proceeds one predicate at a time areklmustivan that all corpus
instances of the predicate are annotated.

Afirstrelease, which is scheduled for early 2007, will consist of a66Q
German verbal predicates of all frequency bands plus some deverbas,
with a total size of around 20,000 annotated instances.

2.1. Annotation Scheme and Annotation Practice

We annotate frame-semantic information on top of the syntactic structure
of the TIGER corpus, with a single flat tree for each frame: The rooenod
is labelled with aframe which can be interpreted as a semantic class, or
sense. The edges are labelled with the names of the semantic rétaser
elements (FEs}hat are defined for the frame, and point to syntactic con-
stituents. Figure 1 shows a simple annotation instance: the amftortet
("answers") introduces the frameO@MUNICATION RESPONSE The NP
subjectdie Branchds annotated as realising the frame elemePE&ER
andschlechtunder an S node, asM8SAGE

In contrast to FrameNet, we annotate oobye frame elements (see Sec-
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tion 1). We also use the existing syntactic structure as a guidance for the span
of frame elements.

The picture in Figure 1 is a screenshot of SALTO, a graphical annotation
tool designed and implemented for the specific needs in SALSA (Burchardt
et al., 2006a). However, SALTO can be used more generally for thunipa
annotation of treebanks with any kind of relational information in a simple
drag-and-drop fashion. SALTO uses a general XML format for ima out-
put, SALSA/TIGER XML (Erk and Pad6 (2004), see Section 4 for details)
and additionally supports corpus management and quality control. SALTO is
freely available for research purposes (cf. Section 7).

Much alike PropBank, SALSA follows a corpus-based approach, aiming
at exhaustivecorpus annotation. That is, we aim at annotating all instances
of a particular predicate in the corpus. To make this feasible for anngtators
annotation proceedemma-wisefor each lemma we consider, we extract
all TIGER sentences that contain the corresponding predicate. Thkiges
subcorpora are given to (pairs of) annotators for double annotatigaether
with a list of candidate frames that seem appropriate. The annotatonslicons
the frame definitions in FrameNet, and can also choose additional frames
from FrameNet for novel uses they encounter in a given subcorpus.

As a result of our corpus-based, exhaustive annotation practiceyeve
confronted with two major challenges: one has to do with coverage, the other
with the treatment of special linguistic phenomena.

2.2. Coverage Issues

Coverage problems arise from two main sources. The first is a gemetal p
lem: Even though FrameNet is continually being extended, it does not yet
cover the complete “word sense space”. The second, more subtléemprob
is a result of a our exhaustive annotation strategy: Since we have tsanaly
each and every instance of a predicate, we also face productivesushgse
meaning is clear in the context, but difficult to relate to lexicographical pro-
totypes.

These problems require us to ascertain for each new predicate that all of
its senses are covered by FrameNet frames. To do so, we draw a smgalkk sa
of TIGER instances prior to annotation.

For each instance, we check whether there is a FrameNet frame that pro-
vides a felicitous analysis for it. The decision is based on the criteria detailed
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Frame:RECHNEN.UNKNOWN3

An ITEM is construed as an example or member of a specifitEGORY.
In contrast to GTEGORISATION, no COGNIZER is involved. In contrast to
MEMBERSHIP, the CATEGORY does not have to be a social organisation.

ITEM Die Philippinen und Chile rechnerzu den armen Landern der
M Region.
L CATEGORY Die Philippinen und Chile rechneru den armen Landern der
Region.

Table 1.Example of a Proto-frame faechnen (zu{* count (as)) .

in Ellsworth et al. (2004): Does the meaning of the instance meet the frame
definition? Can all important semantic arguments of the instance be described
in terms of the frame elements? In cases of doubt, we also check annotated
FrameNet example sentences for similar usages.

We found that a sample size of twenty is a reasonable compromise be-
tween keeping the effort practicable and encountering the most important
senses.

2.2.1. Proto-frames

For the majority of German predicates, the process described abolts nesu
a list of instances with non-covered readings. We group these intoecoars
grained “sense groups” and construcpredicate-specific proto-framer
each group. Table 1 shows a proto-frame we constructed fdgothe counted
(among a groupgense ofechnen

Similar to FrameNet frames, the SALSA proto-frames have a textual def-
inition, a set of roles with FrameNet-style names, and annotated example
sentences. The proto-frames follow a simple naming conventionR eQ}-
NEN.UNKNOWN3, which marks the third proto-frame constructed for the
predicaterechnen

Since SALSA is not a lexicographic project, the SALSA proto-frames
are not intended as finalized descriptions of these senses. Nevestloeles
predicate-specific proto-frames can provide input for the furthezldement
of FrameNet: We attempt to keep proto-frames at roughly the same level of
granularity as FrameNet frames. In addition, we list frame-to-frame refation
for proto-frames to indicate their relationship to both FrameNet frames and
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246 Lemmas nehmen
Number % | Number %
Compositional | 10,820 87.0 42 174
Metaphor 707 5.7 38 15.8
Support 597 4.8 132 458
Idiom 313 2.5 29 120
LC 1,617 13.0 199 82.6
Total | 12,437 100.0 241 100.0

Table 2.Phenomena with limited compositionality (LC)

other proto-frames. For example, RECHNEN.UNKNOWN3 we record that
it is identical to a proto-frame fazdhlen in the example sentenceechnen
can be paraphrased kihlen

We computed prelimiary statistics on a dataset of 12,437 annotated in-
stances. We found that the average number of frames per predicae3Bas
composed of 1.6 FrameNet frames and 0.73 proto-frames. In other words
somewhat less than one third of the predicate senses in our corpus was no
covered by FrameNet. The average polysemy in SALSA (2.33) is higher tha
the current average WordNet verb polysemy (2.2); this is at least mhrdy
to our treatment of idioms and metaphoric readings as additional senses of
predicates, Also, these numbers do not yet reflect the grouping oflexic
proto-frames into “larger” frames. More details can be found in Buwthar
et al. (2006b).

2.3. Special Phenomena

In standard annotation cases, there is a strong parallelism betweentisyntac
and semantic structure: a single-word predicate lexically introduces a,frame
whose frame elements link to syntactic (i.e. subcategorised) arguments, as in
the example in Figure 1. However, due to our exhaustive annotation policy,
we frequently encounter cases lghited compositionalityin which frame
choice, argument choice, or both, diverge from this simple picture. The ma
phenomena are support verb constructions, idioms, and metaphoirsfré&he
guencies, computed on the same corpus sample used above, are shown in
Table 2.

Almost one seventh of this sample constituted instances of these phe-
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nomena. For high-frequency, and therefore highly polysemouss\sroh
asnehmen (takethese phenomena even constitute the majority of instances.

For each of these special phenomena, we have developed criteriaifor th
distinction, as well as special annotation schemes. These are briefly dutline
below.

2.3.0.1. Support Verb Constructions.

A support verb construction (SVC) is a combination of a verb with a “bledth

or abstract meaning (e.g. causation or perspectivisation) with a predicati
noun, typically its object, which constitutes the semantic head of the phrase,
and should thus be treated as a frame-evoking element. An examfte is
schied nehmen (take leav€)ften, the SVC can be paraphrased with a mor-
phologically related verbsjch verabschiedgénCurrently, SALSA annotates

the verbal parts of SVCs with a pseudo frameP80RT, whose only FE,
SUPPORTEDR points to the supported noun. This annotation makes SVCs re-
trievable and thus available for a later, more elaborate analysis of the syntax
semantics interaction between verb and noun.

2.3.0.2. Idioms.

We use three criteria for identifying idioms: Idioms are multi-word expres-
sions which are (a) (for the most part) fixed, (b) introduce the meanimg as
whole, and (c) whose understood meaning is not synchronically restaee
from their literal meaning. An example Machteile in Kauf nehmetiterally

to take disadvantages into purchaseaningto put up with disadvantages
Our annotation scheme for idioms is to annotate the complete multi-word
expression as the frame-evoking element; arguments do not requitalspec
treatment.

2.3.0.3. Metaphors.

Metaphors are distinguished from idioms by the existence of a figuratize re
ing which is recoverable from their literal meaning. Following Lakoff’s islea
on metaphorical transfer involving source and target domains (Lakaff a
Johnson, 1980), in case of metaphors we annotate two frarsesredrame
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Phenomenon

(PFR)

starke || Lupe

nzhmean

Figure 2.Multiword target for frame S8RUTINY: Unter eine Lupe nehmeftit: take
under a magnifying gla¥s

RO

(PR
starke || Lupe nehmenlkannl

Figure 3.Metaphor source frameLRCING: Unter eine Lupe nehmd(fit: take under
a magnifying glasgs

Jatrost [ untar

to represent the literal meaning, antaagetframe to represent the figurative
meaning. As an example, considarter die Lupe nehmen (to p(iterally:

takg under a magnifying glassyhe source frame iSAKING, and the tar-
get frame is 8RUTINY, which models the construction of this metaphor as
a transfer from a (concrete) putting event to a (more abstract) investigatio
event.

We attempt to annotate both frames for all metaphorical instances, and
mark their status aSourceand Target Being the result of a complex interpre-
tation process, the target meaning is often difficult to describe. We annotate
these cases with the source frame only in order to sustain annotation speed.
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In a later stage, these samples can be retrieved for a more comprehensive
analysis.

Transfer Schemes for Metaphors.

Source and target frames describe complementary properties of metaphor
The source frame models the syntactic realization patterns of the arguments
of the main predicate, while the target frame captures the understood mean-
ing. Those instances which have received sownme target frames can be
used to studyransfer schememcluding information abowtrgument change

The SALSA annotation seems well-suited for this task, since frames as sense
classes provide an empirically founded, fine-grained vocabulary writes
transfer processes. In addition, roles can be used to describe arigmae-

pings that occur in transfer schemes.

In simple cases, the transfer establishes a direct correspondenaz=betw
source and target frames, including all arguments. In the exaBPgdePost-
fach explodiert (The mailbox explode#fie source frame GANGE_OF_PHASE
with its role UNDERGOERdirectly maps onto the target frame<BANSION
with the role ITEM. As a more complex case, considetter einestarke Lupe
nehmen (to put undersrong magnifying glass)The corresponding transfer
scheme in Fig. 4 shows a caseasfument incorporatiarthe GoAL role of
PLACING is absorbed in the frame-evoking element afRETINY; in addi-
tion, the modifierstarke (strong)wvhich does not fill a role on the source side,
fills the DEGREETrole in the target frame.

Transfer schemes such as the one shown here do not answer thergues
as to which factors trigger the metaphorical transfer for a specific utteran
However, they can model the interpretation process of metaphors to a certain
degree, and provide a description of the relation between source getftar
specific metaphors, which makes it possible to express generalisatians ove
patterns of role shift.

2.3.0.4. Vagueness.

It is a well-known fact that in semantic annotation there are cases of vague
ness in which the assignment of only a single label to a markable would not
be appropriate (Kilgarriff and Rosenzweig, 2000). For such casemtators
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Target: nehmen
Frame: PLACING
AGENT: [1]man =
Roles: [ THEME: [2]ein Juwel
GOAL: |[3](4]starke) Lupe
Target: nehmen([3]/[4))
Frame: SCRUTINY
COGNIZER:
Roles: | PHENOMENON:
DEGREE:

Figure 4.Transfer scheme faDie Klangkultur ist ein Juwel, das man getrost unter
eine starke Lupe nehmen kar{fiTheir sound is a jewel which stands up
to any scrutiny.”)

should be able to assign more than one label. This makes it possible to re-
trieve vague cases, and it avoids forcing the annotators to make impossible
choices.

SALSA annotation faces the problem of vagueness both at the level of
frames and frame elements. As an example for frames, occurrences of the
verb feststellenremark often introduce two meaning componentsAgE-

MENT (sa)) and BECOMING_AWARE (notice), both of which apply to some
extent:

(1) Kein Wunder, da Gerhard Schafer in seinem Buch derzeit eine
“Renaissance der Verbindungen in den neuen Landern” bemerkt.
(TIGER s11777)

'(It is) not surprising that Gerhard Schéafeotices/comments ora

“renaissance of fraternities in the new states”.

As an example for frame elements, consider the metonymic sentence (2):
the motiordescribes the EMbIUM used to convey the demand, but metonymi-
cally it also refers to the BEAKER.

(2)
Die nachhaltigste Korrektur fordert  [ein Antrag]meoium v Speaker
The most radical change is demandsth motion
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Annot. 1 Adj. 1
L Adi1]

Dataset - - -
. Mergin Mergin Meta Adi|.
extractiory__ ging . ging H )

Annot. 2 Adj. 2

Figure 5. SALSA Annotation and Quality Control.

In cases like these, SALSA annotators can assign more than one frame (or
more than one frame element), connecting the multiple assignments by an
underspecificatiolink. Underspecification does not have an a priori disjunc-
tive (“only one of the two labels fits, but it is impossible to decide which”)
or conjunctive (“both labels apply simultaneously to some extent”) interpre-
tation since it has been argued that it is impossible for annotators to decide
reliably between the two (Kilgarriff and Rosenzweig, 2000).

Underspecification is particularly useful to represent borderline inegan
of phenomena with limited compositionality. Notorious cases are the distinc-
tion between support constructions and metaphors, and between éram3p
metaphors and (no longer transparent) idioms.

2.4. Consistency Control

SALSA aims at guaranteeing quality by double, independent analysis of all
data. Figure 5 shows the global structure of the annotation workflonh Eac
dataset for a given predicate is annotated independently by two ansotator
— trained undergraduate students — in changing pairs. Througluadbis/e
annotatiorprocess, a fair number of annotation mistakes can be detected au-
tomatically, and resolved in a manwadjudication stepAfter annotation, the
two annotated versions of a dataset are merged into a single copy in which an
notation differences are marked. These conflicts are resolved indiepin
by two senior SALSA members in a process we dallible adjudicatiorRe-
maining differences are typically notoriously difficult cases which are then
resolved jointly in a finalmeta-adjudicatiostep, by merging the (indepen-
dently adjudicated) datasets into a single copy, again (see below).

SALTO can be used to manage the whole workflow, as shown in Figure 5,
including dataset extraction and merging. Merging means that SALTO uses
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i

(P (PF)
Manchs Mmisterienlexist\erten .

Figure 6.Inter-annotator Difference: HSTENCEVS. BEING_LOCATED.

two independently annotated datasets to produce a single set in which dis-
agreements are highlighted. In a special annotation mode, SALTO guides the
user specifically through those differences to allow their manual inspection
and correction. Figure 6 shows an example of an inter-annotator désagre
ment: the sentenddanche Ministerien existieren nur auf dem Papi8ome
ministries exist only on paperOne annotator has tagged the wexitstieren
(exish with the semantic class&STENCE, while the other annotator has cho-
sen BEING_LOCATED. The tool has circled EISTENCE to show that this is
the next annotation choice to be either confirmed or denied by the adjudicator
Almost all disagreements which remain after adjudication are truly diffi-
cult cases. Many arg@iosyncractic problemsd.e. problems with particular
instances. Examples are referential ambiguities, which can lead to ambigu-
ous role assignments. A second category consistsonteptual problems
with respect to the FrameNet inventory. Examples are systematic problems in
distinguishing roles, or usages which meet frame descriptions only partially,
or else combine aspects of several frames. In cases where the atjiglica
cannot reach a uniform decision, underspecification is used as ae'tast”.
This way, the annotation reflects the difficulty of decision, and uncertainty
about the correct analysis.

2.4.1. Computing Agreement

On the basis of two independently annotated and two adjudicated versions,
we computenter-annotator agreemeand inter-adjudicator agreemenble
consider frame selection and role labelling individually, due to their differen
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characteristics.

We are aware that it is best practice for annotation projects to report
chance-corrected agreement, such as the kappa statistic (Siegelstetl Ca
lan, 1988). However, due to technical difficulties with applying kappa to ou
annotation task, which are discussed at length in Burchardt et al. {2006
do not report kappa, but percentage agreement according to a&séligation
metric (labelled exact match). Under this scheme, inter-annotator agreement
is 85% on frames and 86% on roles. Inter-adjudicator agreement is 97% on
frames and 96% on roles. Informally speaking, annotators agree ortinaore
4/5ths of all instances; adjudication creates consensus for anothes 4f5th
the disagreements. These numbers indicate substantial agreement, demon-
strating that the task is well-defined.

2.4.2. Limits of Double Analysis.

Quiality control using inter-annotator agreement can only identify erearsex

by individual annotation differences between annotators. If bothtators
make the same error, it cannot be detected. This limits the effectiveness of
quality control by inter-annotator agreement with regard to systematic mis-
takes.

For this reason, we draw random samples for all completely annotated
predicate-frame-pairs, which are inspected for possible systematitaéiono
mistakes. We have also experimented witlia-annotator agreement, trying
to detect errors by finding “outliers” with non-uniform behaviour. Hoew
due to the highly lexicalised nature of semantic annotation, even correctly
annotated datasets can show non-uniformities, which leads to false positive

A currently unsolved problem is how consistency can be guaranteeskacr
different predicates annotated with the same FrameNet frame, especially in
the face of difficult distinctions, e.g. between frame elements.

2.5. From Corpus to Lexicon

2.5.0.1. Lexicon.

Generalisations over semantic structures and their linking properties as en-
coded in the corpus can, more generally, be represented in the forhayof a
icon. SALSA is currently designing a German frame-based lexicon model in
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a description logic framework (Spohr et al., 2007). The model will include
frame descriptions, their syntax-semantics linking patterns with frequency
distributions, as well as further information, such as selectional prefese

The lexicon descriptions are extracted from the corpus annotationg trel a
same time provide back-references to the annotation instances, thusdgrou
ing” the lexicon in the corpus.

Being formalised in description logics, the model is designed to allow for
consistency control of the annotated data, both in terms of axioms defined
over classes and properties, and by way of flexible queries that egaaer-
alisations and frequency information from the annotations.

3. Cross-lingual Aspects of FrameNet
3.1. Using FrameNet for Exhaustive Semantic Annotation of German Text

The fact that our German corpus annotation is based on frames and roles
that were created for English raises the question of the applicability of frame
semantic descriptions to other languages, i.e. the multilingual dimension of
Frame Semantics in general, and the FrameNet resource in particular. More
over, applying the (still incomplete) FrameNet lexicon presents us with the
challenge of gaps in the inventory of frames, and the problem of “grey ar
eas” and productive usages usually not described in a lexicon. Batiesd
aspects will be discussed in this section.

In our experience, the vast majority of FrameNet frames can be uded for
itously to describe German predicate-argument structure. Neverthebass,
FrameNet frames required adaptation for SALSA annotation. We identified
three classes of problems.

3.1.1. Missing Frame Elements

The use of dative objects is much less restricted in German than it is in En-
glish. This leads to problems when a frame fits a sense of a German predicate,
but does not foresee a frame element that can be realised as a datige in G
man. An example is the frameKING, in which an AGENT takes possession

of a THEME by removing it from a ®URCE In English, the ®URCE, usually
realised as #rom-PP, can be either a source location or a former possessor;
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both together can be expressed only clumsily. In contrast, the German verb
nehmertan realise location and possessor simultaneously:

3) Er nahm[ihm]possessorldas Bierlrpeme [aus der Handource
He took him the beer out of the hand

To handle such cases, we add new roles — heressBssoRole, thereby

splitting the FrameNet SURCETole into a location-type SURCEand a dis-

tinct POSSESSOR

3.1.2. Differences in the Lexicalisation of Frames

At times, German verbs run counter to the frame distinctions that were de-
signed on the basis of English data. An example is the Germanfakréen

which encompasses both Englidhive (frame QPERATE VEHICLE, with a
DRIVER role) andride (frame RDE_VEHICLE, with a PASSENGERrole). In
German, context often does not disambiguate between the two frames, which
makes it impossible to make a decision between these alternative frames. As
example, consider (4). Here, Germfahreris fully unspecified as to whether

the people referred tdHiey) were drivers or passengers of the 14 vehicles.

In 14 Armeefahrzeugen fuhren sie von dem abgezaunten Geléande,
(4) In 14 army vehicles departed they from the enclosed area
"With 14 army vehicles they departed from the enclosed area, which

das der Besatzungsmacht 28 Jahre lang als Hauptquartier gedient hatte
which the occupying forces 28 years long as headquarter had served
had served the occupying forces as headquarter for more than 28'yea

Inthe case at hand, FrameNet has introduced the frapme LWEHICLE, which
subsumes both EERATE VEHICLE and RDE_VEHICLE. While the frame is
unlexicalised for English, it is the right level to describe the meaning of Ger-
manfahren In general, such cases need to be discussed from a multilingual
perspective. In the ongoing annotation, we resort to underspecific@ie
Sec. 2.3.0.4) for such cases, while working towards a cross-lingudlly va
redefinition of problematic frames.
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3.2. SALSA and FrameNet Projects for other Languages

We have indicated above that although SALSA uses the English FrameNet
frames, there are considerable differences in annotation philosolpisyséc-
tion expands on these issues.

3.2.1. Lexicographic vs. Corpus-driven Resource Creation

The aim of the Berkeley FrameNet project is primarily a lexicographic one:
to create a linguistically structured network of frames and roles by exploring
and documenting semantic classes and their linguistic realisation possibili-
ties. To do so, the project proceeftame by frameto provide a complete,

and potentially contrastive, description of classes. Part of this descriigtio
formed by a substantial, but not necessarily complete, list of frame-gyokin
elements for these frames, and a selection of more or less prototypical exam-
ple sentences. However, as noticed above, in the case of polysemdiss pre
cates, additional readings may remain undescribed for the time being. This
philosophy has been adopted by lexicographically oriented projects which
“fill” FrameNets for new languages, such as the Spanish FrameNet é&ibir
and Petruck, 2003) and Japanese FrameNet (Ohara et al., 2004}groje

The SALSA project addresses the problem of lexical semantic resource
creation from a different perspective, being primarily concerned avigs
ing exhaustive corpus annotation, which we consider as a pre-redfaisite
obtaining large-scale NLP resources for realistic NLP tasks.

Thus, the primary goal of the annotation in SALSA is complete coverage
of a given corpus, which we achieve by proceedingdicate by predicate
Since we regard ourselves more as users of the existing FrameNetceesou
than as creators of a German FrameNet, this releases us from the require-
ment of covering the entire semantic space, in a way FrameNet aspires to;
on the other hand, our exhaustive annotation policy forces us to arallyse
instances of a given lemma, which often requires creating proto-frames on
the fly, as described in Section 2.2. Finally, exhaustive annotation require
us to address frequently occurring linguistic phenomena as describedin S
tion 2.3, whereas FrameNet mainly considers predicates with a clean syntax-
semantics mapping that display “core” conceptual meanings. As a further
consequence, we encounter cases of systematic as well as idiosyneratic a
biguity and vagueness, as opposed to “chosen” examples that areeidtend
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to illustrate core meanings. In our scenario, therefore, annotators gy ass
more than one frame or semantic role and mark the occurrence as being ‘un-
derspecified’.

Dispite these differences, the two approaches are continuously gomyer
in practice, in that FrameNet is starting to pursue corpus-driven annotatio
projects; SALSA on the other hand is starting to extract a general lexicon
resource from corpus annotations, and spends considerableasfftproto-
framing”.

3.2.2. Interaction between FrameNets

While SALSA annotates a syntactically analysed corpus, other FrameNet
projects are annotating examples on the basis of unparsed sentemaes, sp
ifying the syntactic properties of annotated roles manually on the fly. This is
mirrored on the technical level in the choice of storage format: FrameNet's
“lexical unit report” XML files represent annotations one frame at a time,
and characterise role spans by way of character spans of the sesteng.
SALSA uses SALSA/TIGER XML, an extension of TIGER XML, a descrip-
tion formalism originally used for syntax trees, and extended to semantic an-
notation. SALSA/TIGER XML can represent an arbitrary number of frame
and roles (as shown in Figure 6, for example), defining their span in térms o
(sets of) syntactic constituents.

In spite of these differences, we have developed several way&giry
the gap between SALSA and the other FrameNet projects.

Conversion of Annotation Formats

Ouir first goal was simply to allow the exchange of annotated data between
projects. This is very desirable from a technical point of view: mutually con
vertible data formats make it possible to develop common toolboxes, e.qg. for
modelling, consistency checking, or simply visualisation using the SALTO
tool (see Section 2). We determined that SALSA subcorpora and FrameNe
lexical unit (LU) reports were the most appopriate level of granularityto e
change data: One SALSA subcorpus for a predicate correspondstmf s

LU reports, one for each reading of the predicate (i.e., frame). The-dire
tion SALSA — FrameNet is comparatively simple, since it only consists of
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removing most of the syntactic structure, retaining only the constituents la-
belled with semantic roles. The inverse direction (FrameNeBALSA) is

also fairly straightforward, in that the span-based characterisatiaies, 1in
conjunction with categorial or functional information, can be used to define
a partial syntactic and semantic structure in SALSA/TIGER XML which is
restricted to the annotated target word and roles. In practice, this ciower
direction was implemented in a different, pragmatically motivated way, in the
context of developping a shallow semantic parser (see Section 4 for Jietails
The conversion FrameNet SALSA was implemented in the shape of an
input filter that reads FrameNet LU reports, runs an automatic wide-ageer
syntactic parser on the sentences, and coverts the character-bastatian

into a constituent-based annotation. Even though the correctness of-the au
tomatic analysis cannot be guaranteed, the results are fairly good, amd ha
made it possible to train the shallow semantic parser directly on FrameNet
data and to inspect the output in SALTO.

Alignment of Multi-lingual Frame-annotated Data and Lexicons

A further step, which builds directly on the ability to exchange annotated
data, is to develop methods to compare and contrast data from more than one
language in an informed way. This goal has been realised in the lexidegrap
ical domain by FrameSQL, a database-oriented browser for the FrameNet
database developed by Hiroaki Sato (Sato, 2003). This tool has kiesed

to allow the contrastive display of FrameNet information for different lan-
guages, first for the language pair English—Spanish(Subirats and2bas),

and lately also for English—German (see Figure 7). For example, it is p@ssib
to compare the lexical units of two languages for the same frame, and their
valencies. This is an interesting application both in terms of translation and
foreign language teaching, but more generally for the study of crogsdin
commonalities and divergences in the frame semantic paradigm.

Clearly, these applications only represent first steps in the convergenc
effects that can be obtained from cross-lingual FrameNet annotatioimA
portant area for future research will be the development of a lexicoremod
that is modular and powerful enough to represent both SALSA-style and
FrameNet-style representations, together with annotated examples and sta-
tistical generalisations. This would be a real novelty: a cross-linguakadec
ative, computational lexicon with important application aspects. Our current
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Figure 7.Sato Tool snapshot contrasting Englestnivewith Germaneintreffen

efforts in building a frame-based lexicon from German corpus annotdtions
Spohr et al. (2007) is only a first step towards this goal.

Another direction we would like to pursue in this context is to close the
feedback loop between annotation and lexicography, in making prateefa
available as input for full-scale, lexicographic frame construction.

3.3. Cross-lingual Projection for Resource Creation

SALSA, as well as annotation projects for other languages, has foatd th
a large majority of the FrameNet frames, originally developed for English,
were well suited to describe the predicate-argument structure of diffiene
guages. This observation suggests that there is a chance of automating the
task of creating frame-semantic resources for new languages, aiMeasst
they are typologically similar to English. This can be done in different ways:
a resource-driven strategy which uses dictionaries and ontologies$$ po
ble as well as a data-driven strategy which exploits correspondenizagén
parallel corpora.

Within SALSA, we have pursued the data-driven approach: We used an
instance ofannotation projectiono transfer the information from English
FrameNet across word alignment links in a parallel corpus, resulting in com-
parable frame-semantic resources for French and German. We divided
task into two subproblems: (1), the induction of frame-semantic predicate
classifications (i.e., lists of admissible frame-evoking elements for frames);
and (2), the creation of a corpus of sentences with role annotation.
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With regard to (1), we have developed a general, language-indaptende
architecture to bootstrap frame-semantic predicate classifications. We found
that high-quality classifications can be induced for new languages by con
centrating on translation pairs of source and target language lemmas which
are especially likely to béame-preservingThis property can be established
even non the basis of shallow linguistic knowledge, by exploiting the dis-
tributional profile of translation pairs in a large parallel corpus. In exper
ments on the EUROPARL corpus (Koehn, 2005), we have been able 1o con
struct FrameNet-sized predicate classifications for both German andhFren
with a precision of between 65% and 70% at the same size of Berkeley
FrameNet (Pad6 and Lapata, 2005b).

As for the induction of semantic role annotation for German sentences,
provided that the frames match, the main task is to establish a mapping be-
tween subsentential phrases of source and target sentences wiétitute
possible roles. This problem can be phrased as a graph optimisation prob-
lem, using word alignments to describe the pairwise cross-lingual similarity
of phrases, and solved efficiently. In an experimental evaluation (Radé
Lapata, 2005a), we were able to show that roles can be projected with an
accuracy of up to 69% F-Score (75% Precision) when English manigal ro
annotation is used. When an imperfect state-of-the-art automatic shalow se
mantic parser is used to analyse the English text, the performance degrades
to 57% F-Score. However, this mostly a problem of Recall: the Precision re-
mains very high at 74%, indicating that it is possible to produce high-quality
semantic annotation for new languages even from noisy data.

4. Automation
4.1. Shallow Semantic Parsing

The last decade has seen immense successes in automatic syntactic analy-
sis, with the availability of syntactically annotated corpora playing a pivotal
role. The same development is currently gaining momentum in the area of
wide-scale automatic semantic analysis. In particular, automatic predicate-
argument structure analysis — the automatic assignment of word senses to
predicates and the identification of semantic roles — is important for all NLP
applications that benefit from deeper text understanding, such apyhesa

tions that Manning (2006) calls “Information Retrieval++": question arswe
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Frame/Sense Semantic Role
Assignment (FRED) Assignment (ROSY)

SALSA/Tiger XML SALSA/Tiger XML

Preprocessing:
Parsing, Lemmatisation

Figure 8. SHALMANESER: A loosely coupled toolchain

ing, information extraction, and customer response systems.

The task of automatic predicate-argument structure analysis, commonly
known asshallow semantic parsingan be divided int&Word Sense Disam-
biguation (WSDJin the FrameNet setting: an assignment of frames to target
expressions) an@emantic Role Labeling (SRWhile WSD is one of the
oldest NLP tasks of all (Ide and Véronis, 1998), SRL has only recduatly
come a task of considerable interest in the computational linguistics commu-
nity, beginning with the seminal paper of Gildea and Jurafsky (2002).

Research on shallow semantic parsing is in its early stages, requiring fur-
ther steps both on the level of the analysis and its application. For this reason
we have developed a system for shallow parsing in SALSA, calledLS
MANESER (the SHALlow seMANtic parSER). SHALMANESER fills the need
for a shallow semantic parser which is publicly available and which can be
used a “black box” to obtain semantic role analyses for text without having
to considering the intricacies of shallow semantic parsing, much like it is the
case for syntactic parsers today.

SHALMANESER is realised as a loosely coupled toolchain, as shown in
Figure 8. It takes plain text as input, which is first lemmatised, part-ofetpee
tagged, and syntactically analysed. Semantic analysis is then added in two
consecutive steps, WSD and SRL.: First the frame disambiguation system as
signs semantic classes (senses) to predicates; then the role assigratesnt sy
adds semantic roles to surrounding constituents. Both sense and role assig
ment are modeled as supervised learning tasks. Sense assignmentes decid
on the basis of the lexical context and syntactic properties of predidztes (
2005); for role assignment, we rely both on syntactic features (e.g., joath f
FEE to constituent) and lexical features, which, although sparse, proxid
cial information (Erk and Pad6, 2005).

The interchange format used in thel A MANESER system, SALSA/TI-
GER XML (Erk and Pado6, 2004), is a very general format designethf®
representation of multi-level annotation. Other applications can be integrated
into the toolchain simply by making them SALSA/TIGER XML-compliant.
Most importantly, the SALTO annotation tool (cf. Section 2) reads and writes
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SALSA/TIGER XML and can therefore be used to inspect and manually
modify the assigned frames and roles within a graphical interface.

More generally, an open, extensible architecture like the one that S
MANESER offers allows for a modular view on semantic analysis. Semantic
classes and roles are just one particular type among the many kinds ofseman
tic information that are potentially helpful in NLP applications; furthermore,
the last years have seen impressive progress in the accurate compaotation
individual kinds of semantic information. These range from lexical inferma
tion (ontological status, lexical relations, polarity) and structural informatio
(scope, modality, anaphoric and discourse structure) to propositiehitev
formation (factivity).

Currently, there is no comprehensive theoretical account of interamtion
tween different kinds of information, even less a theory of proces3inere-
fore, we believe that the best-suited architecture for semantic proceassing
a loosely coupled toolchain architecture with a flexible number of individual
modules which work more or less independently to solve particular subprob-
lems of the task. Which modules are necessary or helpful is very much a
matter of the application.

4.1.1. USINgSHALMANESER

SHALMANESER is designed with two application scenarios in mind: In an
“end user scenario”, pre-trained classifiers for English and Germeeanvail-

able for exploring the use of role-semantic information in different NLP set-
tings. In a “research scenario”, the modular architecture enables tigeante

tion of additional processing modules; furthermore, we have kept theepso

ing components encapsulated to make them easily adaptable to new features,
parsers, languages, or classification algorithms.

For researchers primarily interested in a robust system for shallow seman
tic analysis, SIALMANESER comes with pre-trained classifiers for English
and German. A single command starts the complete analysis of plain text in-
put, encompassing syntactic analysis, frame assignment and role assignmen
More specifically, the training data for English is the FrameNet release 1.2
dataset, consisting of 133,846 annotated BNC examples for 5,706 praedicate
For German, the training data is a portion of the SALSA corpus (Erk et al.,
2003), 17,743 annotated instances covering 485 predicates.

One aim of $IALMANESER is to allow research in semantic role assign-
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argrec arglab
Data Prec.| Rec.| F Acc.
English || 0.855| 0.669| 0.751| 0.784
German|| 0.761| 0.496| 0.600| 0.673
Table 3.SRL evaluation results

ment on a high level of abstraction and control. Studies in this area typically

involve a comparative evaluation of different experimental conditions, e.g

the activation and deactivation of model features. HASVANESER, these

and other conditions are specified declarativelgxperiment files
SHALMANESER is freely available for research and can be obtained from

the Salsa webpage (see Section 7).

4.2. Evaluation

Both the WSD and the SRL system were evaluated against 10% held-out data
from the FrameNet and SALSA datasets. TheaABMANESER WSD system
obtained an accuracy of 93% (baseline: 89%) for English and 79%-{bas
line: 75%) for German. The high baseline for English is due to the fact that
FrameNet, which progresses one frame at a time, provides an incomplete
sense inventory for many words (but see below). TR&ISIANESER SRL
system was evaluated separately for the tasks of argument recognitin (is
constituent a role or not?) and argument labelling (if it is a role, which role is
it?). The results are summarised in Table 3.

4.3. Coverage extension

Coverage is a problem for any lexical resource, and it is even moiedepn

with FrameNet, which is still a growing resource. Aggravating the problem is
the fact that FrameNet is growing one frame (sense) at a time, with the result
that some lemmas are missing some of their senses. This causes a problem
for automatic semantic analysis: In cases where one of the senses of a tar-
get word is missing from the lexicon, standard WSD willvayswrongly

assign one of the existing senses, because it assumes that it knowdiall ap
cable sense labels for a target word. Figure 9 shows an example, acgente
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from theHound of the Baskervilleanalyzed by 8ALMANESER. FrameNet
is lacking a sense of “expectation” or “being mentally prepared” for thib ve
prepare so preparedhas been assigned the senseORING_CREATION, a
possible but improbable analysis. Such erroneous labels can be faal wh
further processing builds on the results of shallow semantic parsingoe.g. f
drawing inferences.

To address this problem we have developed an approach to detecting oc-
currences of unknown senses (Erk, 2006), based on outlier detestimut-
lier detection model is trained on a set of positive examples only, deriving
form it some model of “normality” to which new objects are compared. Its
task is then to decide whether a new object belongs to the same set as the
training data. For unknown sense detection, we constructed an outlier dete
tion model based on the training occurrencealbenses of the target word.
If a new occurrence of the word is classified as an outlier, it is congidsare
occurrence of a previously unseen sense. In an evaluation on FedrieN
data, using one sense of each lemma as pseudo-unknown, the bewteara
set achieved a precision of 0.77 and a recall of 0.81 in detecting oocese
of the unknown sense.

Y

® @

[(Ga) (PR (5]

I | Iwaslpreparedlforl a Ihound] s Ibutlnotlforlsuch] a Icreaturelaslth\s' . |

Figure 9.Wrong assignment due to missing sense: from the Hound of the
Baskervilles

After predicates not covered by the lexical resource have been igentifi
they should be given some approximate semantic analysis. To that end, we
have developed the “Detour to FrameNet” system (Burchardt et al.,a2005
which exploits the larger coverage of WordNet for heuristically assigning
frames to words not yet covered by FrameNet. The Detour system isrused
the SALSA system that participated in the Recognizing Textual Entailment
(RTE) challenge (see Section 5).



Applications 25

5. Applications

One of the aims of the SALSA project is to explore the usefulness of frame
semantic descriptions in practical NLP tasks.

FrameNet differs from alternative lexical semantic descriptions, e.gethos
found in PropBank, in that it combines different types of semantic informa-
tion: (i) coarse-grained sense classification in terms of conceptuats|ass,
frames, (ii) their predicate-argument structure, in terms of semantic rolgs, a
finally, (iii) semantic relations between frames, in terms of FrameNet'’s frame
hierarchy (Fillmore et al., 2004). On the other hand, as a lexical-semantic
framework, it crucially differs from truth-conditional semantic framewsork
such as DRT or DPL, in disregarding finer-grained, structural-semeaitie
gories of semantic interpretation, such as tense, modality, or quantificational
force and scope.

It is therefore interesting to explore the specific types of uses that frame
semantic analysis offers for diverse NLP tasks, as well as novel tfpéisP
architectures that combine Frame Semantics with truth-conditional seman-
tic frameworks. In SALSA, we designed a system architecture that cosbine
deep syntactic and frame semantic parsing with further semantic and ontol-
ogy resources, to explore the usefulness of frame semantic analysisic-a p
tical NLP task, namely Recognising Textual Entailment.

5.1. The SALSA Contribution to the RTE Challenge
5.1.1. Textual Entailment

The observation thantailmentcan be taken as semantic constraint for many
information access tasks — such as Information Extraction, Question Answe
ing, Information Retrieval or Summarisation — has instigated the community
to introduce the pre-theoretical notion ®&xtual Entailmentas a relation
holding between a text (T) and a hypothesis (H): a hypothesistekisially
entailedby a text T “if the meaning of H can be inferred from the meaning
of T, as would typically be interpreted by people.” (Dagan et al., 200H)én
PASCAL Recognizing Textual Entailment (RTE) Challedgegining data in
terms of Text-Hypothesis pairs is provided together with human judgments as
to whether textual entailment holds or not. The task is then to model this re-
lation and to predict whether entailment holds or not for unseen test data.
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Figure 10.SALSA RTE Architecture

5.1.2. The SALSA Approach to Textual Entailment

For the task of determining semantic entailment between pairs of text frag-
ments, FrameNet’s coarse-grained conceptual classification anderokmsc
analysis offers a useful abstraction layer with significant degreesrofiail-
isation across lexical predicates, parts-of-speech and syntactimangue-
alisation, i.e. diathesis variations. Moreover, similar to WordNet, FrameNet
allows us to determine different typess#mantic similarity measurgsased
on the FrameNet hierarchy (cf. Burchardt et al. (2005a)).

SALSA has participated in the last RTE challenge with a system (Bur-
chardt and Frank, 2006) that is centered around a frame-semarjgctmn
on top of a symbolic LFG grammar (Frank and Erk, 2004, Frank and Se-
mecky, 2004). As can be seen in Figure 10, linguistic analyses of H and
T in terms of LFG and frame semantic structures are taken as input to a
module that computesemantic similarityoy way of a graph matching algo-
rithm. Different types of matches (e.g. functional-syntactic, frame-senjantic
are recorded, marked as being safe or defeasible depending ospleetree
matching rules. Further measures of similarity are the size and connected-
ness of the resulting match graph. These similarity measures serve as input to
a statistically trained model which decides whether entailment holds or not.

However, for the task of recognising textual entailment, frame semantic
analysis on its own is not sufficient. More fine-grained lexical information is
needed, e.g., thaise andfall are antonyms, and sentence semantic phenom-
ena like negation and modality have to be treated. Moreover, additional world
knowledge is sometimes required. Another practical issue is coveragd: As
today, we cannot expect to always get full analysis on free text.derdo
provide diverse kinds of information and as a fall-back for missing of par
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Figure 11.Linguistic Analysis Component of the SALSA RTE System.

tial anlyses, we combine different resources in a layered approaeimté/
grate the automatic frame-semantic annotations produced ByN(ANESER

and the Detour system (Burchardt et al., 2005a) with LFG analysis,»and e
tend the semantic projection with WordNet and SUMO ontologies, as well as
rule-based semantic refinements to capture phenomena such as eaaefer
modality, etc. The linguistic analysis module is detailed in Figure 11.

As resources we are using the English LFG grammar developed at Parc
(cf. Riezler et al., 2002). LFG analysis serves two purposes: Firstf-the
structure trees serve as anchor for all information provided by the other
sources. Second, we model phenomena like negation and modality on the ba-
sis of respective f-structure information. In addition we use a Wordldeed
Word Sense Disambiguation system (Banerjee and Pedersen, 2008xpnd
pings from WordNet to SUMO (Niles and Pease, 2003) to assign WordNet
synsets and SUMO ontological classes to main predicates.

After the f-structure with the semantic projection has been generated, we
apply heuristic rules for normalization and further semantic refinement, e.g.,
from the output of the LFG Named Entity Recognizer (NER) and analyses of
dates and places, additional frames and non-core roles are addedtmthe
ysis. Moreover, e.g., anaphoric binding, negation and modality are marked
have this information accessible in the subsequent step computating semantic
similarity. For more details, we refer to (Burchardt and Frank, 2006).

The following example from the RTE-2 dataset illustrates how the system
operates.

(5) T:In 1983, Aki Kaurismaki directed his first full-time feature.
H: Aki Kaurismaki directed a film.
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Figure 12.View for example (1).

Figure 12 shows the LFG and frame semantic analysis of T and H in the
two boxes. The LFG information is displayed on the left and the frame se-
mantic projection on the right. The frameeBIND_THE_SCENEShas been
assigned talirect andfilm by the automatic frame and role assignment sys-
tem. Based on LFG’s NER, theePPLEframe has been assigned in the rule-
based refinement step. Due to a dismbiguation probieatirehad not been
framed correctly. However, botfeatureand film are recognized as a deep
syntactic objectdobj) of the main predicate, and a defeasible match based
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on WordNet has been found to relate both predicates. So, the semantic simi-
larity between T and H is very high, in fact, H is fully covered by T and the
statistical model successfully confirms entailment here.

With 59% accurracy, the SALSA RTE system scored in the middle ranges,
in fact, the exact median, of the participating systems’ results. We take this
as a piece of evidence that frame semantic analysis integrated with other syn-
tactic, lexical, and knowledge resources is a promising basis for laeje-sc
semantic processing.

5.2. Further Explorations

As a specialisation of the more general problem of textual entailment recog-
nition, frame-based processing has also been applied for textual quastio
swering (QA) in (Fliedner, 2006, Kaisser, 2005).

The cross-linguistic nature of FrameNet has been exploited in an NLP ar-
chitecture for cross-linguistic question answering from structured ladiye
bases (Frank et al., 2006). Here, HPSG-based semantic analysis iroferms
Minimal Recursion Semantics (Copestake et al., 2005) is extended with a
frame semantic layer, to enable automatic translation of (multi-lingual) nat-
ural language questions to structured queries over (language-imoye
domain ontologies. In this architecture, the combination of frame semantics
with fine-grained truth-conditional semantics successfully accounts éor th
treatment of complex quantificational questions.

The FrameNet hierarchy, with its diverse inventory of frame-to-frarne re
lations has further been subject to investigations that study the interactions
of frame semantic structures with discourse phenomena. As Burchaldt et
(2005b) have shown, frame semantic structures are tightly interrelated with
discourse phenomena, and thus may serve as an informative component in
models of discourse structure.

6. Conclusions
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7. Appendix: SALSA Resources
SALTO

The SALTO tool was implemented by a team at CLT Sprachtechnologie
GmbH3 under the direction of Daniel Bobbert. It is implemented in Java
using the Swing library for the GUI. The system was tested successfully un
der Windows, Linux, SunOS and Mac OS X. SALTO is available free of
charge for academic research. It can be downloaded from the SAt§act
homepage, aittp://www.coli.uni-saarland.de/projects/salsa/page.
php?7id=software.

SHALMANESER

SHALMANESER is written in Ruby, an object-oriented scripting language.
The requirements for using it are as follows: For preprocessing, gsaec
sitates external NLP tools for linguistic analysiRED is self-contained.

For ROSY, an installed MySQL database server for data storage, and one
of the supported classification toolkits. The complete system is free for re-
search and can be downloaded framtp: //www.coli.uni-saarland.de/
projects/salsa/page.php?id=software.

A WordNet Detour to FrameNet

The Detour system is freely available for academic research and camipe d
loaded from the CPAN archive Bttp://search.cpan.org/ reiter/FrameNet-WordNet-Detour/.

SALSA Release 1.0

A first SALSA release, planned for 2007, will consist of a portion of the
frame-annotated SALSA/TIGER corpus, together with FrameNet-style doc-
umentation of the applied FrameNet frame inventory as well as proto-frames.
The release will include a queryable lexicon model that stores the corpus-
extracted lexicon data. The release will be made accessible from the SALSA
homepages, attp://www.coli.uni-saarland.de/projects/salsa/page.
php7id=releasel.O.
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